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Abstract
In this paper, we investigate the capability of LLMs to perform simple analogical reasoning on a manually
constructed mathematical question-answering dataset. This dataset contains pairs of numbers constructed
following a mathematical pattern that can be easily found using analogy based inference. We test GPT-4
through ChatGPT, and show that it needs no more than three pairs of numbers to discover the underlying
pattern, except when that pattern involves the application of more than two operations. For the latter
instances, GPT-4 tends to engage in increasingly complex mathematical reasoning (e.g., using square
roots, working with reals) instead of exploiting simpler mathematical expressions that lead to the solution.
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1. Introduction

Analogical reasoning is an exceptional cognitive ability that allows humans to solve complex
problems by drawing upon knowledge from one domain and applying it to a different, yet
analogous, domain [1, 2]. This process involves identifying relevant similarities while ignoring
differences between the two domains in order to make inferences and draw conclusions based
on these similarities. The domains considered as well as the complexity of the knowledge
can vary significantly in analogical tasks (e.g., ranging from simple words to entire stories for
linguistic analogies).

Within the field of artificial intelligence, word embedding models represented a major step
forward for analogical reasoning, as they significantly improved the performance on word
analogy tasks of the form 𝑎 : 𝑏 :: 𝑐 : 𝑑 (e.g., tarantula:spider::bee:?) [3]. The correctness of these
inferences, however, has been shown to decrease with the variety of relation types considered
[4, 5]. With the advent of Large Language Models (LLMs), the study of high-level cognitive
abilities became the subject of increasing research in various fields [6, 7]. In this respect, LLMs
are tested on their capacities to make analogies between words, sentences and short stories, but
also on their logico-mathematical capability to solve small puzzles and codes such as Raven’s
IQ tests [8].
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For instance, [9] test zero shot reasoning with GPT-3 for matrix problems (Figure 1(a) and
(b)), letter string problems (c), word analogy tasks as described above, analogies between stories,
and analogical problem-solving (i.e. trying to solve a problem by first hearing a story that is
analogical to the solution of the problem).

[ 3 ] [ 5 ] [ 7 ]
[ 1 ] [ 3 ] [ 5 ]
[ 5 ] [ 7 ] [ ? ]

(a) Digit transformation prob-
lem with a progression rule.

[ 9 1 ] [ 7 1 0 8 ] [ 7 8 ]
[ 1 0 ] [ 5 0 7 1 ] [ 7 5 ]
[ 0 7 ] [ 7 4 0 5 ] [ ? ]

(b) Logic problem based on a
OR rule.

a b c d → a b c e
i j k l → ?

(c) Letter string analogy prob-
lem.

Figure 1: Each problem is read row by row and the goal is to find the element that replaces the ’?’
symbol in the last row. The pattern to find in (a) is a progression by two. In (b), the digits in the middle
column are defined as the union of the sets present in the other columns. In (c), the last letter of the
sequence is transformed into the successor letter in the alphabet.

As detailed in [9], GPT-3 showed impressive results that even outperform human results in
several logical tasks, but keeps struggling with analogical reasoning at the level of stories in
natural language [10, 9]. These observations bring about fundamental questions about whether
a genuine analogical reasoning ability emerges in LLMs or if they simply become better at
analogical tasks by merely improving their capacities to exploit heuristic short-cuts [11, 12].
Research such as [13] enhanced these critics by showing some discrepancies between the
resolution of word analogy tests and relational structure identification tests, therefore indicating
that LLMs do indeed overlook the underlying structures while solving analogical tasks. In
order to test these models in a more consistent way, several benchmarks such as the Scientific
Analogical Reasoning with structure abduction (SCAR) [13], or the STORYANALOGY corpus
[10], have been proposed. With the SCAR benchmark, authors intend to place LLMs on a par
with humans by forcing them to abstract the structure underlying different analogical domains.
The STORYANALOGY corpus extends the Structure Mapping Theory of Gentner [1] to establish
a clear and specific way to evaluate story analogies on longer texts. These more stringent
approaches reveal poor performances of LLMs, often outperformed by humans. Although
some prompting techniques enable LLMs to improve their analogical reasoning capacity [14],
it remains a challenge for them to reach the level of abstraction required to fully cover this
fundamental cognitive ability.

In this work, we further probe the analogical reasoning abilities of an LLM by testing it on
mathematical problems in a few shot approach. Besides extending our assessment of LLMs
for analogical reasoning involving mathematics, our tests also provide insights into the inner
workings of these models for solving arithmetic analogical equations.

2. Analogical transformation with LLMs

We consider analogical questions that involve a series of pairs (𝐴,𝐵) presented in an incremental
way. Given a pair (𝐴𝑖, 𝐵𝑖), the goal for the LLM is to find the pair (𝐴𝑖+1, 𝐵𝑖+1) that maintains
the same relationship as the previously seen pairs, and to explain this relationship if necessary.
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We formulate the analogical question as a simple 1-step analogical transformation. The following
patterns are used to generate examples, where 𝑡 is an integer and 𝑎 and 𝑏 are constants:

1. 𝑡 : 𝑡+ 𝑎

2. 𝑡+ 𝑎 : 𝑡× 𝑎

3. 𝑡× 𝑎 : 𝑡+ 𝑎

4. 𝑡 : 𝑡2

5. 𝑡+ 𝑎 : 𝑡2

6. 𝑡+ 𝑎 : 𝑡𝑎

7. 𝑡× 𝑎 : 𝑡2 + 𝑎

8. 𝑡+ 𝑏 : (𝑡× 𝑎) + 𝑏

9. 𝑡× 𝑏 : 𝑡𝑎 + 𝑏

10. 𝑡× 𝑎 : (𝑡× 𝑎) + (𝑡× 𝑏)

We make use of GPT-4 through the ChatGPT interface and we employ the following steps to
conduct our tests. We first provide the following instruction:

“I will present a series of analogies that are pairs of the form A:B, C:D, E:F, etc. Your goal is to find
the mathematical logic behind these pairs so that you can predict the next pair of the list.”

The method used is then to provide a first pair with 𝑡 = 2. If the correct relation for 𝑡 = 𝑛
is not found or the next pair is only found by chance, the pair constructed with 𝑡 = 𝑛+ 1 is
added to the pairs given.

Example 1. For the analogical transformation 𝑡+𝑎 : 𝑡×𝑎 (for a constant 𝑎 = 3), we first provide
the pair 5 : 6. The relation guessed is 𝐵 = 𝐴+ 1, which is not the relation expected. Providing the
following pair 6 : 9 does not yield the expected relation either. Finally, providing 7 : 12 enables
GPT-4 to find the relation 𝐵 = 3𝐴− 9, which is equivalent to 𝑡+ 𝑎 : 𝑡× 𝑎, and consequently the
correct next pair 8 : 15 is predicted.

For the analogical transformations 1-6, 8 and 10, only two or three pairs are necessary for
GPT-4 to find a correct relation. For instance, after the two pairs 2 : 5, 3 : 6 (Transformation
1 with 𝑎 = 3), the model predicts the relation 𝐵 = 𝐴 + 3, or after the two pairs 4 : 8, 5 : 11
(Transformation 8 with 𝑎 = 3 and 𝑏 = 2), it finds the relation 𝐵 = 3𝐴− 4. Note that all of its
answers are given in the form 𝐵 = 𝑓(𝐴), where 𝑓(𝐴) represents a function applied on 𝐴 to
obtain 𝐵. This reasoning tends to show that GPT-4 treats the elements of pairs as constants,
and consequently, does not easily decompose them into smaller numbers. This observation is
confirmed with transformations 7 and 9, for which GPT-4 significantly increases the complexity
of the functions tested (e.g., using square roots or divisions that result in decimals numbers)
without being able to find a coherent solution with simple decomposition of numbers, even
after the fifth pair. For these transformations, a function involving more than two operations
had to be derived (e.g., for the pairs 6 : 7, 9 : 12, 12 : 19, etc (Transformation 7 with 𝑎 = 3), the
function is 𝐵 = ((𝐴/3)2) + 3).
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3. Conclusion

In this preliminary work, we further examined the capability of LLMs to perform analogical
transformations in order to answer mathematical analogical questions. Our tests indicate that
GPT-4 shows good performance for analogical transformations when they do not exceed a
certain level of complexity, but lacks the ability to exploit different mathematical expressions
when the analogical transformations are less direct. In future research, we plan to investigate a
wider range of large language models and delve into further analogical tasks.
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